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Abstract—The prevalence and perniciousness of fake news have been a critical issue on the Internet, which stimulates the
development of automatic fake news detection in turn. In this paper, we focus on the evidence-based fake news detection, where
several evidences are utilized to probe the veracity of news (i.e., a claim). Most previous methods first employ sequential models to
embed the semantic information and then capture the claim-evidence interaction based on different attention mechanisms. Despite
their effectiveness, they still suffer from three weaknesses. Firstly, due to the inherent drawbacks of sequential models, they fail to
integrate the relevant information that is scattered far apart in evidences for veracity checking. Secondly, they underestimate much
redundant information contained in evidences that may be useless or even harmful. Thirdly, insufficient data utilization limits the
separability and reliability of representations captured by the model, which are sensitive to local evidence. To solve these problems, we
propose a unified Graph-based sEmantic structure mining framework with ConTRAstive Learning, namely GETRAL in short.
Specifically, different from the existing work that treats claims and evidences as sequences, we first model them as graph-structured
data and capture the long-distance semantic dependency among dispersed relevant snippets via neighborhood propagation. After
obtaining contextual semantic information, our model reduces information redundancy by performing graph structure learning. Then
the fine-grained semantic representations are fed into the downstream claim-evidence interaction module for predictions. Finally, the
supervised contrastive learning accompanied with adversarial augmented instances is applied to make full use of data and strengthen
the representation learning. Comprehensive experiments have demonstrated the superiority of GETRAL over the state-of-the-arts and
validated the efficacy of semantic mining with graph structure and contrastive learning.

Index Terms—Evidence-based Fake News Detection, Graph Neural Networks, Contrastive Learning.

1 INTRODUCTION

OCIAL media has facilitated the dissemination and ex-
Schange of information, thus profoundly reshaping the
convention of people to consume information. However,
due to the inability to verify lots of real-time information,
social media has also become a hotbed of fake news, which
is always fabricated by making some minor changes to the
correct statement. Fake news is not only highly deceptive
but also inflammatory, potentially influencing real-world
events. The widespread of fake news in diverse domains,
such as politics [2] and public health [3], has posed a huge
threat to web security and human society. Therefore, the
research on automatic fake news detection is challenging
and in demand.

Generally, previous methods could be roughly catego-
rized into two groups, i.e., pattern-based approaches and
evidence-based approaches [4]. The former methods regard
the fake news detection as a feature recognition task, where
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language models are employed to verify the veracity of
news solely according to the text pattern, e.g., writing
styles. However, pattern-based methods usually suffer from
the poor generalization and interpretability. The latter ap-
proaches model the task as a reasoning process, where
external evidences are provided to probe the veracity of a
claim. Models are required to discover and integrate useful
information in given evidences for claim verification.

In this paper, we focus on the evidence-based pipeline.
Existing methods usually follow a two-step paradigm: 1)
they first capture the semantics of claims and evidences
separately. 2) Next, they model the claim-evidence inter-
action to explore the semantic coherence or conflict for
more accurate and interpretable verdict. To name a few
representative models, the pioneering work DeClarE [5]
utilizes bidirectional LSTMs to model textual features, fol-
lowed by a word-level attention mechanism to capture the
claim-evidence interaction. HAN [6] further considers the
sentence-level interaction to explore more general semantic
coherence. To obtain multi-level semantic interaction, some
recent works [7], [8] employ hierarchical attention networks.

Nevertheless, existing work focuses on the specific de-
sign of different interaction models (the second step) while
neglecting exploring fine-grained semantics of claims and
evidences (the first step). In addition, they ignore sufficient
data utilization for capturing separable and reliable repre-
sentations. To be specific, we argue that there are three main
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Subgraph for claim-related snippets

Claim
The Trump administration worked
to free 5,000 Taliban prisoners.

Evidence

The Trump administration negotiated
directly with the Taliban, getting ready
to invite them to Camp David, ......,
opening up a prison of 5,000 Taliban
and probably ISIS-K individuals and
letting them free.

The claim-related snippets

Fig. 1. A toy example where a claim and its relevant evidence are given.
Two significant snippets for verifying the claim are highlighted (“....." rep-
resents that we omit several sentences for conciseness). The right graph
is constructed according to the highlighted snippets. Such two snippets
have a long distance in the plain text while they are pulled close on the
constructed semantic graph via the shared keyword “Taliban”. Besides,
there is much redundant information (texts except the highlighted parts),
which is useless for claim verification.

weaknesses in previous methods,

(1) The complex, long-distance semantic dependency is
less explored. Taking Figure [1| as an example, two high-
lighted snippets are separated by plenty of words, which
induces a long distance between them. Such snippets both
contain important information for verifying the claim, i.e.,
the subject “The Trump administration” and the action
“opening up a prison of 5,000 Taliban”. Therefore, fusing
the information is indispensable and beneficial for claim
veracity prediction. However, the long-distance semantic
dependency between such information is hard to be cap-
tured due to the inherent drawbacks of sequential models
utilized in previous methods.

(2) Existing methods pay little attention to the redun-
dant information involved in semantics. Such redundancy
is useless or even harmful for fake news detection, e.g.,
as depicted in Figure [1} a large number of text segments,
such as “getting ready to invite them to Camp David”, have
no substantial contribution to the news veracity checking.
Though previous models employ attention mechanisms to
reduce the effect of unrelated words, these irrelevant texts
are still preserved, which may introduce noises to the down-
stream claim-evidence interaction, deteriorating the final
performance of veracity checking. An intuitive solution is to
discard words with low attentive scores based on previous
methods. However, we argue that it is significant to model
the redundancy with rich semantic structural information,
as the redundancy is not only related to the self-information,
but also induced by its contexts.

(3) Previous works mainly focus on the learning of map-
ping from the interaction representations to veracity labels,
without sufficient data utilization. This is likely to limit the
separability of representations learned in the model. More-
over, insufficient data utilization also causes the sensitivity
of the high-level representations to slight changes in the
retrieved evidence. In real-world scenes, as the evidence
retrieved online may contain much noise and change under
different conditions, the captured representations are not
reliable and may degrade the detection performance. In
addition, the attention mechanism is always utilized for
selecting the most useful evidence, which aggravates the

sensitivity of the captured representations to some signifi-
cant evidence. Therefore, we argue that taking full use of
data for efficient training can obtain more separable and
reliable representations, which contain core clues instead of
being sensitive to local evidence.

To tackle the aforementioned problems, we propose a
unified Graph-based sEmantic structure mining framework
with ConTRAstive Learning, namely GETRAL for exploring
fine-grained semantics and capturing enhanced represen-
tations. Firstly, modeling sequential data as graphs has
benefited many tasks, such as text classification [9], [10]
and sequential recommendation [11], owing to its capability
of capturing long-distance structural dependency. To this
end, we firstly utilize graph structure to model both claims
and evidences, where nodes indicate words and edges
represent the co-occurence between two words. Thereafter,
the dispersed claim-related snippets are pulled close on
graphs, thus the useful information could be better fused
via neighborhood propagation. For example, in Figure
after constructing the graph for two highlighted snippets
distant from each other in plain texts, they are pulled close
via the shared keyword “Taliban” so that the long-distance
semantic dependency can be captured.

Moreover, to alleviate the negative impact of redundant
information, within our graph-based framework, we treat
the redundancy mitigation as a graph structure learning
process, where unimportant nodes are discarded according
to complex semantic structures including both self-features
and their contexts. The former is related to its own informa-
tion and its relevance to the claim, and the latter is related
to its graph topology. To date, our graph-based framework
has captured the fine-grained semantics via long-distance
dependency modeling and redundancy mitigation.

Finally, inspired by the success of recent work [12], [[13]]
which integrates contrastive learning, we introduce a super-
vised contrastive learning auxiliary task to strengthen the
representation learning. In addition, to reduce the sensitivity
to local evidence, we employ adversarial gradient perturba-
tion [14], [15] to augment the contrastive instances at the
feature level. In specific, with the veracity label utilized as
the supervised signal, the representations of claim-evidence
interactions of the same class are pulled close, while those of
different classes are pulled apart. Subsequently, the reliable
representations to discriminate different claim-evidence in-
teractions can be better captured.

Our main contributions can be summarized as follows:

o We model claims and evidences as graph-structured
data and introduce a simple and effective graph
structure learning approach for redundancy mitiga-
tion. The captured long-distance and fine-grained
semantics based on the structure can boost the per-
formance of downstream interaction models.

o We introduce a supervised contrastive learning task
and integrate the adversarial gradient perturbation
for efficient training. Then the captured representa-
tions are more separable and reliable for detection.

o Comprehensive experiments are conducted to
demonstrate the superiority of GETRAL and the ef-
fectiveness of each component. Our code is available
at https://github.com/CRIPAC-DIG/GETRAL
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2 RELATED WORK
2.1 Graph Neural Networks

Graph neural networks (GNNs) learn the node representa-
tion by gathering information from the neighborhood, i.e.,
neighborhood propagation/aggregation. Current GNNs can
be roughly divided into two groups, namely spectral ap-
proaches [16]], [17] and spatial approaches [18], [19]. Owing
to the capability of capturing long-distance structural rela-
tionship on graphs, GNNs have been widely utilized and
achieved satisfactory performance in several tasks, such as
recommender system [11]], [20], [21], [22], text classification
[9], [10], and sentiment analysis [23]], [24].

Recently, researchers have observed that graphs in-
evitably contain noises that may deteriorate the training
of GNNs [25]. To handle this problem, graph structure
learning (GSL) is proposed, aiming to jointly learn an opti-
mized graph structure and node embeddings. Existing GSL
methods mainly fall into three groups [26]: 1) the metric-
learning-based methods where the adjacency matrices are built
as metrics coupled with node embeddings. Therefore, the
graph topology is updated with node embeddings being
optimized. The metrics are mainly defined as the attention-
based function [27], [28], [29] or kernel function [30], [31].
2) the probabilistic methods assume that the adjacency matrix
is generated by sampling from a specific probabilistic dis-
tribution [32], [33]], [34]. 3) the direct-optimized methods treat
the graph topology as learnable parameters that are updated
together with task-specific parameters simultaneously, with-
out depending on preset priors (namely node embeddings
and distributions in the first two groups, respectively). The
topology is optimized with the guidance of task-specific
objectives (and some normalization constraints) [25], [35].
It is worth noting that existing graph pooling methods
[36], [37], [38] could also be viewed as GSL algorithms,
since the pooling target is to keep the most valuable nodes
that preserve the graph structural information well, where
the graph structure is optimized via merging or dropping
nodes. Besides, GNNs are widely employed in the domain
of fact verification, which have achieved promising perfor-
mance [39]], [40], [41]. Though fact verification is similar to
fake news detection on the task setting, the latter requires
more fine-grained semantics since the texts consist of more
redundancy.

2.2 Fake News Detection

Several fake news detection methods have been proposed
recently, which can be roughly grouped into two categories.

The first is the pattern-based pipeline where models
solely consider the text pattern involved in the news itself.
Different works always focus on different kinds of patterns.
Popat et al. [42] classify a claim as true or fake in accordance
with stylistic features and the article stance. Besides, some
researchers attempt to verify the truthiness via the feedback
in social media, such as reposts, likes, and comments [43],
[44], [45]], [46], [47], [48], [49]. Recently, more attention has
been paid to the emotional pattern mining, where it holds
an assumption that there are probably obvious sentiment
biases in fake news [50]], [51], [52], [53].

The second is the evidence-based pipeline where re-
searchers propose to explore the semantic similarity (con-

flict) in claim-evidence pairs to check the news veracity.
Evidences are usually retrieved from the knowledge graph
[54] or fact-checking websites [55] by giving unverified
claims as queries. DeClarE [5] is the first work to utilize
evidences in fake news detection. It employs BiLSTMs to
embed the semantics of evidences and obtains the claim’s
sentence-level representation via average pooling. Next, it
introduces an attention-based interaction to compute the
claim-aware score for each word in evidences. Similar to the
pioneering work, the following methods utilize the sequen-
tial models to obtain the semantic embeddings, followed by
attention mechanisms performed on different granularities.
HAN [6] computes the sentence-level coherence and en-
tailment scores between claims and evidences. EHIAN [56]
employs the self-attention mechanism to obtain word-level
interaction scores. Recent works [7], [8], [57] hierarchically
integrate both word-level and sentence-level interactions
into the final representation for verification. In summary,
they all employ sequential models to embed semantics and
apply attention mechanisms to capture the claim-evidence
interactions.

Different from existing works, we propose a unified
graph-based model, where the long-distance semantic de-
pendency is captured via constructed graph structures and
the redundancy is reduced by graph structure learning.

2.3 Contrastive Learning

Contrastive learning is an effective training paradigm
that captures separable and distinguishable representations
which can bring significant improvement for downstream
tasks. Specifically, it utilizes InfoNCE loss [58] to pull the
representations of positive samples closer while pulling the
negative samples apart, forming a representation space with
alignment and uniformity. Nowadays, contrastive learning
has been applied to several tasks [58], [59], [60], [61].
Contrastive learning was first introduced for training
visual representations [59]], [60], [62], by conducting visual
augmentations including cropping, resizing and other op-
erations at the visual level to obtain positive pairs, while
different instances naturally form the negative pairs with
each other. Subsequently, supervised contrastive learning
[61] has also gained much attention. It integrates the class re-
lationship to construct contrastive instances to calibrate rep-
resentations. For graph data, perturbations are imposed on
the graph topology and node features to generate corrupted
views as the contrastive instances. Then, the graph represen-
tations which better contain structure and semantic infor-
mation are obtained by maximizing the agreement between
either global graph embeddings or local node embeddings
[63], [64], [65], [66]. In addition, as it is critical for natural lan-
guage processing to compress dense semantics, contrastive
learning has been introduced to leverage abundant textual
resources to learn better representations. SimCSE [67] uses
only dropout as minimal data augmentation to sentence
embeddings and boost the performance of pretrained model
significantly. In distantly supervised relation extraction, CIL
[12] and HiCLRE [15] exploit the abundant instance rela-
tions and propose contrastive instance learning to obtain
accurate representations under noise efficiently. Contrastive
learning has also been adopted by pattern-based fake news
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detection for domain adaptation [68], [69]. Different from
these works, we combine a supervised contrastive learning
task with the classification task to capture more separable
representations for evidence-aware fake news detection.

3 METHOD
3.1 Task Formulation

Evidence-based fake news detection is a classification task,
where the model is required to output the prediction of
news veracity. Specifically, the inputs are a claim c, several
related evidences £ = {ej,es,...,e,}, and their corre-
sponding speakers s € R!*? or publishers p € R"*?,
where n is the number of evidences and b is the dimension
of speaker and publisher embeddings. The output is the
predicted probability of veracity § = f (¢, &, s, p, ©), where
f is the verification model and © is its trainable parameters.

3.2 The Proposed Model: GETRAL

In this part, we elaborate our unified graph-based model
GETRAL, which can be mainly separated into five modules:
1) Graph Construction, 2) Graph-based Semantics Encoder, 3)
Semantic Structure Refinement, 4) Attentive Graph Readout
Layer, and 5) Adversarial Contrastive Learning Module.

3.2.1 Graph Construction

In order to capture the long-distance dependency of rele-
vant information, we first convert the original claims and
evidences to graphs. Like previous graph-based methods in
other NLP tasks [9], [10], [70], [71], we use a fix-sized sliding
window to screen out the connectivity for each word on
graphs. In detail, the center words in every window will
be connected with the rest of words in it (if connected, the
corresponding entry in the adjacency matrix is 1, otherwise
0), which captures the local context in the center word’s
neighborhood. Furthermore, to model the long-distance de-
pendency, we merge all the same words into one node on
graph, which explicitly gathers their local contexts (e.g.,
the word ey in evidence text 1 in Figure . Therefore,
several relevant snippets that scatter far apart is close on
graphs, which can be explored via the high-order message
propagation. In addition, the initial node representations
are the corresponding word embeddings. Note that we also
try to construct a graph in a fully-connected or semantic-
similarity-based manner, but these two ways are inferior to
the sliding-window-based method, which may be due to the
redundant noises induced by the dense connection.

To ensure the numerical stability, we perform Lapla-
cian normalization on adjacency matrices, denoted as A =
D 2 (A + I)D 2, where D is the diagonal degree matrix
(e, Dy =3 g A;;) and I is the identical matrix. Finally, we
denote the initial normalized adjacency matrices and node
feature matrices of claim and evidence as AEO) € RNexNe,
AEO) e RNexNe and HEO) € RNexd Hgo) € RNexd respec-
tively. N, and N, is the number of nodes in initial claim and
evidence graphs, d is the dimension of word embeddings.

Taking the established graph structures and node em-
beddings as inputs, we design a graph-based model to bet-
ter capture complex semantics and obtain refined semantic
structures.

3.2.2 Graph-based Semantics Encoder

To mine the long-distance semantic dependency, we propose
to utilize GNNs as the semantics encoder. In particular, as
we expect to adaptively keep a balance between self-features
and the information of neighboring nodes, we employ graph
gated neural networks (GGNN) to perform neighborhood
propagation on both claim and evidence graphs, enabling
nodes to capture their contextual information, which is
significant for learning high-level semantics. Formally, it can
be written as follows:

a; = Z AijWaHj D
(wi,w;)€C
z;i=0c(W,a; + U,H; +b,) )
r;=0(W,a; + UH; +b,) 3
H; = tanh (Wja; + Uy, (r; © H;) + by,) (4)
H=H0z+H0((1-2) ()

where C denotes the edge set, W,, U,, and b, are trainable
parameters, which control the proportion of the neighbor-
hood information and self-information. ¢ is the non-linear
activation unit and we utilize the Sigmoid function in our
model. For brevity, we denote Eq. (1) - (5) as GGNN(A, H)

3.2.3 Semantic Structure Refinement

As evidences always contain redundant information that
may mislead the model to focus on unimportant features,
it is beneficial to discover and filter out the redundancy,
thus obtaining refined semantic structures. To this end, in
our graph-based framework, we treat the redundancy miti-
gation as a graph structure learning process, whose aim is to
learn the optimized graph topology along with better node
representations. Previous GSL methods generally optimize
the topology in three ways, i.e., dropping nodes, dropping
edges, and adjusting edge weights. Since the redundancy
information is mainly involved in words denoted as nodes
in evidence graphs, we attempt to refine evidence graph
structures via discarding redundant nodes, inspired by pre-
vious GSL methods [28], [34], [38].

In particular, we propose to compute a redundancy score
for each node, based on which we obtain a ranking list
and the nodes with the top-k redundancy scores will be
discarded, then we adjust the aggregation weight for the rest
nodes. For each node, its redundancy can be determined by
its own information and its relevance to the claim. Hence,
we evaluate the independent information redundancy of
each node from the view of the node itself and claim rel-
evance, respectively. Specifically, the node-self redundancy
is directly measured by a linear projection. To obtain the
claim-related redundancy, we utilize the Gaussian kernel
to measure the fine-grained relevance of each token in the
evidence to all tokens in claims. It has been proved in [40],
[48] that Gaussian kernel can summarize matching features
effectively. We construct a fine-grained translation matrix M
based on the cosine similarity, where M;; = cos(H,;, H.;).
Subsequently, the Gaussian kernel is applied to transform

1. When generally describing the module that will be repeatedly
utilized in the model, we omit the superscripts indicating layer number
for brevity.
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Fig. 2. (a) The overall architecture of GETRAL. It consists of Graph-based Semantic Structure Mining Layer, Attentive Graph Readout Layer, Task
Learning Layer and Adversarial Contrastive Learning Module. (b) The Graph-based Semantic Structure Mining Layer first transform plain texts into
graphs, then perform neighbourhood aggregation and structure learning to obtain fine-grained semantics. (c) The Adversarial Contrastive Learning
Module pulls the representations of positive pairs close while pushing representations of negative pairs apart.

the translation matrix into kernel features, attending to
different levels of relevance. It can be denoted as:

S.. = H.W,, (6)
K; = [Ki1; Kio; ... ; Kix] (7)
M;; — ;)2
Ki =1log) exp(—(éiﬂ)) 8)
i i
S.. = KW,, )

where W, € R¥*1 W, € RF*! are trainable weights that
project representations into the shared 1-dimension score
space. k denotes the number of kernel with corresponding
mean y; and width o, that captures different specific simi-
larity regions [72].

However, the redundancy is not only related to the
information contained for claim verification in each node,
but also induced by the contextual information, which is
involved in the neighborhood on graphs. For example, if
a claim can be verified by a snippet in an evidence, the
rest of segments (including the snippet’s context) will be
redundant. Therefore, we utilize a 1-layer GGNN to com-
pute context-aware redundancy scores, which takes into
account both node-self and context information. Finally
the two scores are fused by a simple linear combination.
Mathematically, it can be formulated as:

sse = GGNN(A, S,.) (10)
ssc = GGNN(A, S,.) (11)
sp = (1 = B)sse + Bsse (12)
idx = topk_index(s,) (13)
Ajge. = A jar =0 (14)

where [ is an introduced coefficient that controls the fusion
proportion of node-self and claim-related score. idz denotes

the indices of node with top-k redundancy scores which
are discarded by masking their degrees as 0 (c.f., Eq. (I4)).
Note that GGNN(-) in Eq. does not share parameters
with the semantics encoder due to their different targets.
Besides, we only perform semantic structure refinement on
evidences since claims are usually short (less than 10 words)
so that the semantic structures are simple and unnecessary
to be refined.

Notably, as the trainable parameters related to redun-
dancy scoring need to be updated by back-propagation, we
modify the Eq.(1) in GGNN(-) when it is just after semantic
structure refinement by multiplying the normalized score to
scale features:

> AW H;(1-0(s,y))

(w;,wj)eC

where ¢ is the Sigmoida function.

Finally, we stack the modified semantics encoder over
one semantic structure refinement layer to form a uni-
fied module, namely semantic refinement and miner (SRM in
short), where the the redundant information is reduced and
long-distance semantic dependency is captured based on
refined structure. In general, we can first utilize a semantics
encoder to perform neighborhood propagation, then stack
Tr layers of SRM to refine the semantic structures T times,
eventually obtaining the fine-grained representations.

3.2.4 Attentive Graph Readout Layer

So far, we have obtained refined structures AETR) for

each evidence and fine-grained node embeddings HETE ),

HETRH) for claims and evidences separately[} where Tp

2. We omit the index subscript of evidences for brevity, as they are all
fed into the same networks.
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and Tg are the numbers of the SRM layer and semantics
encoder layer of the claim, respectively (I = 1 and T = 2
in Figure [2). Next, to perform the claim-evidence interac-
tion, we first need to integrate all node embeddings (word
embeddings) into general graph embeddings (claim and
evidence embeddings). Following previous work [7], we
propose to obtain claim-aware evidence representations via
a word-level attentive layer. In detail, we compute the atten-
tion score of the j-th word H,; in the refined evidence graph
with the claim representation hf. Thereafter, the evidence
representation hy, is obtained via weighted summation:

l
1 c
h; = — Hci 16
c= ; (16)
p; = tanh ([H,;; h7] W) (17)
exp (p; W
o = — (s W) (18)
>z exp (PiWy)
le
h; => a,;H,; (19)
j=1

where [;-] denotes the concatenation of two vectors and
W, € R?¥*d gnd W, € R4*1 are the trainable parameters.
lc and [, are the length of claim and evidence, respectively.
We denote Eq. - as ATTN(H,, h’) and the attention
modules can be easily extended to multi-head ones by
concatenating outputs of each head.

As MAC [7] empirically demonstrates that claim speaker
and evidence publisher information is important for veri-
fication, we extend claim and evidence representations by
concatenating them with corresponding information vec-
tors:

h, = [hg;s]
h{ = [h{; p]

(20)
21

After obtaining the claim and evidence representations,
we further employ another document-level attentive layer,
which is of the same structure as the above, to capture
the document-level interaction between a claim and several
evidences:

HY = [h?;hY,; ..

el

h, = ATTN(HY, h,)

. h]

en

(22)
(23)
where HY denotes the concatenation of embeddings of n
evidences. Eventually, we integrate claim and evidence em-
beddings into one unified representation via concatenation,
followed by a multi-layer perceptron to output the veracity
prediction .

h = [h.; h.]

§ = Softmax(W sh + by)

(24)
(25)

As it is fundamentally a classification task, we utilize the
standard cross entropy loss L., as the task loss, which can
be written as:

»Cce = _(ylogg + (1 - y) log(l - Q))

where y € {0, 1} denotes the label of each unverified news.

(26)

3.2.5 Adversarial Contrastive Learning Module

To make full use of data, we propose an auxiliary supervised
contrastive learning task to help calibrate representations.
The supervised contrastive learning aims to pull samples of
the same class close and samples of different classes apart,
exploiting the common properties within the class. Corre-
sponding contrastive auxiliary loss L, takes the following
form:

-1 exp(cos(h,h,)/T)
Log= log
P Zp() S, enm exp(cos(h, b, /7)

27)

where P (h) is the set of positive samples and N (h) is the set
of negative samples to h in the same batch. h,, is the positive
sample with the same label and h,, is the negative sample
with a different label. 7 € R is a temperature parameter and
cos(+) denotes the cosine similarity function.

Moreover, to further reduce the sensitivity of models to
local evidence, we employ adversarial gradient perturbation
[14], [15] to construct augmented samples for more efficient
contrastive learning. It can be viewed as an intentional in-
jected noise. Compared to discrete augmentations on textual
content like word deletion, insertion, and substitution which
may hurt the semantics of complex sentences, the gradient-
based method can maintain semantics to the greatest extent
and simulate a worst case. These augmented instances are
integrated to enrich the representations in the representation
space.

Specific to the augmentation process, we first select
the piece of evidence h?, with the highest attention score
in HY, which contributes most to the synthetic evidence
representation h.. Then we utilize the gradient adversarial
perturbation to h?, in the representation level to obtain

the perturbed evidence hg;c. Finally, the perturbed evidence
along with other evidence representations is input into the
same document-level attentive network ATTN() to obtain
the final augmented view h’. So far, the positive set P(h)
contains the original samples and adversarial augmented
samples of the same class, and the negative set A (h)
contains those of different classes. The perturbation process
above can be mathematically expressed as:

ek = vh‘zk Ece (28)
g 19 8ek
h!, =h?, +e (29)
||gexl|
HY = [h%;..;hY ;.. ] (30)
h, = ATTN(HY ,h,) (1)
h' = [h;h,] (32)

where g, is the first-order derivation of target loss at vari-
able hY,. ¢ is the norm parameter to control the normalized
gradient as a valid perturbation. Then h' is the unified
representation of an augmented view that shares the same
label with the original sample. These instances are used
to simulate the instances with noise, thus improving the
difficulty of contrastive learning.
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TABLE 1
The statistics of two datasets. The symbol “#” denotes “the number of”.
“True” and “False” stand for true claims and false claims, respectively.
“Evi’, ‘Spe.”, and “Pub.” denote evidences, speakers and publishers.

Dataset  #True #False #Evi. #Spe. #Pub.
Snopes 1164 3177 29242 N/A 12236
PolitiFact 1867 1701 29556 664 4542

3.2.6 Training Objective

Finally, we combine the cross entropy loss and supervised
contrastive loss as a joint optimization target loss:

L= Lce + >\£cl

where ) is a hyper-parameter to control the extent of con-
trastive learning.

(33)

4 EXPERIMENTS

In this section, we conduct comprehensive experiments to
answer the following research questions:

o RQI: How does GETRAL perform compared to pre-
vious fake news detection baselines?

o RQ2: How effective are the structure modeling com-
ponent and contrastive learning component to GE-
TRAL?

o RQ3: How does GETRAL perform under different
hyperparameter settings?

4.1 Experimental Setup
4.1.1 Datasets

We utilize two widely used datasets to verify our proposed
model. The detailed statistics is summarized in Table

e Snopes [73]. Claims and their corresponding labels
(true or false) are collected from the fack-checking
websiteﬂ Taking each claim as a query, the evidences
and their publishers are retrieved via the search
engine.

o PolitiFact [55]. Claim-label pairs are collected from
another fact-checking website{ﬂ about US politics and
evidences are obtained in a similar way to that
in Snopes. Aside from publisher information, claim
promulgators are added into the dataset. Following
previous work [5], [7], [74], we merge true, mostly
true, hal f true into the unified class true and false,
mostly false, pants on fire into false.

4.1.2 Baselines

To demonstrate the effectiveness of our proposed model
GETRAL, we compare it with several existing methods,
including both pattern- and evidence-based models, and the
specific description is listed as follows:

Pattern-based methods.

e LSTM [75] utilizes LSTM to encode the semantics
with the news as input and obtains the final repre-
sentation of claim via average pooling.

3. https:/ /www.snopes.com/
4. https:/ /www.politifact.com/

o TextCNN [76] applies a 1D-convolutional network to
embed the semantics of claim.

o BERT [77] employs BERT to learn the representation
of claim. A linear layer is stacked over the special
token [CLS] to output the final prediction.

Evidence-based methods.

o DeClarE [5] employs BiLSTMs to embed the seman-
tics of evidences and obtains the claim’s representa-
tion via average pooling, followed by an attention
mechanism performing among claim and each word
in evidences to generate the final claim-aware repre-
sentation.

o HAN [6] uses GRUs to embed semantics and designs
two modules named topic coherence and semantic
entailment to model the claim-evidence interaction,
which are based on sentence-level attention mecha-
nism.

o EHIAN [56] utilizes self-attention mechanism to
learn semantics and concentrates on the important
part of evidences for interaction.

e MAC [7] introduces a hierarchical attentive frame-
work to model both word- and evidence-level inter-
action.

o CICD [] introduces individual and collective cogni-
tion view-based interaction to explore both local and
global opinions towards a claim.

4.1.3 Implementation Details

Following previous work [9], [7], we utilize the same data
spliiE] to train and test our model. We also report 5-fold
cross validation results, where 4 folds are used for training
and the rest one fold is for testing. We utilize Adam opti-
mizer with a learning rate I = 0.0001 and weight decay
decay = 0.001. The model early stops when F1-macro does
not increase in 10 epochs and the maximum number of
epoch is 100. We set the maximum length of claims and
evidences in both datasets as 30 and 100, respectively. The
number of evidences n = 30 and the batch size is 32. The
fusion rate /3 is 0.5. The kernel size is set to 11 for Snopes
and 21 for PolitiFact. Specifically, one kernel with © = 1
and ¢ = 1073 can capture exact matches [48], while p of
the other kernels is spaced evenly between [—1,1] and ¢ is
set to 0.1. We set the redundancy discarding rate r = 0.3 for
Snopes and = 0.2 for PolitiFact, i.e., k = rl. will be filtered
out in a semantic refinement layer, where [ is the length of
evidence. The number of semantics encoder layer T and
evidence semantics miner layer T is both 1. The number of
word-level and document-level attentive readout head as 5
and 2 for Snopes (3 and 1 for PolitiFact), the dimension of
publisher and speaker embedding is both 128, following the
work [7]. We use the Glove pretrained embedding with the
dimension d = 300 for all baselines for a fair comparison.
We conduct all experiments using PyTorch 1.5.1 on a Linux
server equipped with GeForce RTX 3090 GPUs and AMD
EPYC 7742 CPUs.

5. https:/ / github.com/nguyenvo09/EACL2021/tree/main/format-
ted_data/declare
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TABLE 2
The model comparison on two datasets Snopes and PolitiFact. “F1-Ma” and “Fi-Mi” denote the metrics F1-Macro and F1-Micro, respectively. “-T”
represents “True News as Positive” and “-F” denotes “Fake news as Positive” in computing the precision and recall values. The best performance
is highlighted in boldface. { indicates that the performance improvement is significant with p-value < 0.05.

Method Snopes PolitiFact
FI-Ma FI-Mi __ FI-T P-T R-T  FI-F P-F R-F | FI-Ma FI-Mi _ FI-T P-T RT FI-F P-F RF
LSTM 6210 7187 4295 4842 39.69 8125 79.14 8367 | 6056 6087 61.82 63.19 6127 5931 59.05 6043
TextCNN  63.08 7201 4500 4816 43.04 8116 79.88 8262 | 6038 6074 6152 63.01 61.03 5924  59.05  60.42
BERT 62.05 7162 4307 4773 40.65 81.04 7931 8297 | 59.71 5981  60.81 6195 5990 5860 5773  59.70
DeClarE 7254 7861 5943  61.03 5793 8567 8525 8639 | 6531 6525 6749 6671 6832 6311  63.70 6246
HAN 7521 8023 6358 6250 6469 8683 8764 8611 | 6612 6601 6792 6758 6820 6433 6497  63.73
EHIAN 7843  82.83 6841 6169 7679 8847 8818 89.04 | 6722 6795 6892 6864 6934 6552 6749  63.60
MAC 7866 8332 6874  70.00 6860 8858 8862 8871 | 68.03 6825 7178 6754 7349 6428 6761  61.68
CICD 7892 8373  69.07 6320 77.48 8930 88.99 8954 | 68.18 6848 7024 6892 7144 6572 6912 6293
GETRAL  80.61F 85.12F 7126 74187 6879 89.96F 88.90 91.04% | 69.53F 69.81F 72.21% 69.73F 75107 66.847 70.267  64.01F

4.2 Model Comparison (RQ1) TABLE 3

We compare our model GETRAL with eight baselineﬂ
including three pattern-based methods and five evidence-
based methods. The overall results are shown in Table
from which we have the following observations:

Firstly, our model GETRAL outperforms all existing
methods on most of metrics on both two datasets by a
significant margin, demonstrating the effectiveness of GE-
TRAL. It is worth noting that GETRAL stands out from the
recent three sequential-based baselines (EHIAN, MAC, and
CICD) whose performances are close, indicating the positive
impact of introducing graph-based models and contrastive
learning to evidence-based fake news detection. In detail,
compared to the strongest baselines CICD on two datasets,
GETRAL advances the performance by about 1.5 percent on
F1-Macro and F1-Micro, which can better reflect the overall
detection capability of models. With regard to the more fine-
grained evaluation, i.e., “True news as Positive” and ‘Fake
news as Positive’, GETRAL also achieve the best results on
the F1 score on two datasets, where the F1 score is more
representative than Precision and Recall since it takes into
account both of them.

Secondly, compared to the pattern-based methods (i.e.,
the first three methods in Table , evidence-based ap-
proaches have a substantial performance improvement. This
is probably due to the better generalization of evidence-
based methods, where the external information is utilized to
probe the claim veracity, avoiding the over-reliance on text
patterns. In addition, the performance of BERT is similar
to that of other pattern-based approaches. We suspect the
reason is probably that claims are short and contain lots of
noises (e.g., spelling errors and domain-specific abbrevia-
tions), which are rarely appeared in the pretraining corpus,
thus it is hard for BERT to transfer the contextual informa-
tion learned from the pretrained stage.

Thirdly, among five evidence-based baselines, the per-
formance of DeClarE and HAN is inferior to other three
models, which is mainly because they lack exploring the
different grain-sized semantics. Specifically, DeClarE only
considers word-level semantic interaction and HAN solely
relies on document-level representations to model claim-
evidence interaction. However, the rest of evidence-based

6. As some evidence-based methods do not release codes, we re-
produce results carefully following settings reported in their original
publications.

The performance comparison between GETRAL and model variants.

Snopes PolitiFact
Method FTMa L PV [ FTMa FIM
GETRAL-SE-CL 77.51 82.31 67.47 67.77
GETRAL-GSE-CL 78.66 83.32 68.03 68.25
GETRAL-SSR-CL 79.49 84.10 68.45 68.78
GETRAL-CL 80.12 84.52 69.25 69.60
GETRAL-AD 80.32 84.81 69.40 69.69
GETRAL 80.61 85.12 69.53 69.81

methods all consider multi-level semantics, thus achieving
better performance.

4.3 Ablation Study (RQ2)

To verify the effect of components related to fine-grained
semantics mining or contrastive learning of GETRAL, we
conduct the ablation study for several variants by removing
the specific component: -SE removes any semantics encoder
and feeds the pretrained word embeddings e.g. Glove, into
the attentive readout layer directly; -GSE removes the graph
semantic encoder and utilizes the BiLSTM as the semantics
encoder like the baseline [7]; -SSR removes the structure
learning layer which is proposed to reduce the useless re-
dundancy in evidences; -CL only uses the task specific clas-
sification loss L., for training; -AD performs a simplified
supervised contrastive learning without constructing the
augmented instances by adversarial gradient perturbation.

The experimental results are shown in Table [3} from
which we can observe that each variant suffers form an
obvious decline on both datasets regarding the F1-Micro and
F1-Macro. Specific analyses are as follows:

e In terms of different semantics encoders, GETRAL-
SE-CL has the poorest performance since the contex-
tual information is not captured. Moreover, the per-
formance of GETRAL-SSR-CL is superior to that of
GETRAL-GSE-CL, indicating that the long-distance
structural dependency involved in semantic struc-
ture, which is less explored in sequential models, is
significant for veracity checking. Note that we choose
GETRAL-SSR-CL instead of GETRAL-CL to be com-
pared with GETRAL-GSE-CL fairly, since the only
difference between GETRAL-SSR-CL and GETRAL-
GSE-CL is the semantics encoder.

e The performance degradation of GETRAL-SSR-CL
demonstrates the necessity of performing structure
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refinement on semantic graphs and confirms the
effectiveness of our structure learning method. Fur-
thermore, it indicates that reducing the effect of
unimportant information via attention mechanisms
will lead to suboptimal results, since it still maintains
the noisy semantic structure unchanged [28] (ie.,
specifically, all words will participate in the claim-
evidence interaction). Therefore, the effect of struc-
ture refinement is not overlapped with the attention
mechanism, but further goes beyond.

o Additionally, GETRAL gains significant improve-
ments on GETRAL-CL and GETRAL-AD. This indi-
cates that contrastive learning and adversarial gra-
dient perturbation are both beneficial. Contrastive
learning can mine the underlying relations to help
capture the core difference between classes, while the
adversarial augmented instances can further boost
this process. It is worth noting that gradient ad-
versarial augmentation has a more significant ef-
fect on the Snopes dataset compared to PolitiFact.
We attribute this improvement to the supplement
of obviously unbalanced samples in Snopes, which
promotes efficient contrastive learning.

4.4 Sensitivity Analysis (RQ3)

In this section, we conduct experiments to analyse the per-
formance fluctuation of GETRAL with respect to different
values of key hyperparameters.

4.4.1

This hyperparameter decides the propagation field on
graphs, since stacking Tg-layer encoder (GGNN) makes
each node aggregate information within Tz-hop neigh-
borhood. We report the model performance when T =
0,1,2,3 (See Figure 3) and summarize the observations as
follows:

There is a significant improvement when T, is changed
from 0 to 1. Specifically, the model with T = 1 outperforms
its counterparts. We suspect that the gains are due to the
short length of claims (the average lengths of claim are about
6 and 8 in Snopes and PolitiFact, respectively), where the
semantic structure can be well-explored merely via 1-hop
propagation.

An obvious decline are observed between Tr = 1 and
Tr = 3, which is probably caused by the inappropriate
propagation field. When the layer number is increased, each
node on graphs aggregates information from the multi-hop
neighborhood, which may cover all nodes since the claims
are short, thus failing to model the local semantic structure
and leading to poor performance.

The number of semantics encoder layer for claims T,

4.4.2 The fusion coefficient 3

The fusion coefficient 3 controls the fusion rate of node-
self and claim related score in the graph structure learning.
B = 0 denotes GETRAL only considers the information
within evidence to determine redundancy, and § = 1 de-
notes GETRAL only considers the fine-grained claim-related
information to determine redundancy. From the results in
Figure[d we can observe that:

—4— F1-Ma (%) —e— F1-Mi (%)

Snopes PolitiFact
83.0 86.0 72.0 71.0

82.0 1 71.01 L 70.0
I 85.0 O/e\\e

81.0 1 70.0 1 L 69.0
L 84.0

so.o—A/A\A\A sg.o—A/A\A\A»es.o

79.0 L . r - 83.0 68.0 L r r - 67.0
0 1 2 3 0 1 2 3
Semantic Layer T¢ Semantic Layer Tg

Fig. 3. The influence of different semantics encoder layers T for claims
on model performance.

—4— F1-Ma (%) —e— F1-Mi (%)

Snopes PolitiFact
83.0 86.0 72.0 71.0

82.0 | 7101 L 70.0
M’ . G/&M&Q\S—@

81.0 1 70.0 1 F69.0
e SN TR P i

69.0 1 H 68.0

83.0 68.0

80.0

79.0 r r r r r L 67.0
00 02 04 06 08 1.0
Fusion Rate 8

00 02 04 06 08 1.0
Fusion Rate 8

Fig. 4. The influence of different fusion rate 8 on model performance.

When S is set to 0 or 1, the performance is relatively
poor. Because it only determines redundancy from a single
perspective, failing to exploit the rich information contained
in each node and its relation to the claim. And when S
changing from 0 to 1, the performance increases first and
then decreases, indicating that a moderate fusion score
is useful. It is worth noting that the best performance is
achieved when § = 0.5. It denotes that the claim-related
redundancy score is as important as the node-self score and
they both should be taken into consideration.

With varied fusion coefficient 3, GETRAL always obtains
a competitive performance on both datasets. It indicates that
our method is relatively insensitive to the change of 3 and
proves the validity of the fused redundancy score.

4.4.3 The discarding rate r

This discarding rate decides the proportion of redundant
information in evidences we filter out. We test the model
with r ranging from 0 to 0.6 (See Figure |5) and have the
following observations:

When r = 0, the model can be viewed as integrating
the redundancy signals when encoding semantics, with-
out dropping nodes. It is worth noting that this degraded
version of GETRAL differs from the one without semantic
structure refinement and can still maintain competitive per-
formance. It is mainly because the former can adaptively
reduce the weight of redundant nodes while the latter can’t
distinguish the difference and treat each node equally.

The performance grows with r increasing and peaks at
the best when r = 0.3 in Snopes and r = 0.2 in PolitiFact,
which indicates that reducing redundant information plays
a positive role in improving the model performance. When
r continues to increase, an obvious performance decline can
be seen. The probable reason is that some useful information
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—4— F1-Ma (%) —e— F1-Mi (%)

Snopes PolitiFact
83.0 86.0 72.0 71.0

82.0 71.0 % 70.0

F 85.0
81.0 70.0 A r 69.0
A/A/A/ﬁ\ﬁ\g\s’ 84.0 %
80.0 69.0 r 68.0

79.0 67.0

83.0 68.0 ————————
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Discarding Rate r

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Discarding Rate r

Fig. 5. The influence of different discarding rates » on model perfor-
mance.

—4— F1-Ma (%) —e— F1-Mi (%)

Snopes PolitiFact
83.0 86.0 72.0 71.0

r70.0

82.0 71.0 4
I 85.0 /\e\e

81.0 70.0 4 I 69.0
I 84.0

80.0 69.0 I 68.0

79.0 L : : - 83.0 68.0 Lt T T - 67.0

0 1 2 3 0 1 2 3
ESM Layer Tg

ESM Layer Tg

Fig. 6. The influence of different semantic refinement and miner layers
Tr on model performance.

for veracity prediction is mistakenly discarded, so that the
model fails to capture the rich semantics in evidences, as the
7 is too large.

4.4.4 The number of SRM layer T

It is a key hyperparameter that controls the information
propagation field on graphs and the extent of structure re-
finement. We observe some phenomena when T increases
from 0 to 3 (See Figure|[6):

The performance is first improved from Tr = 0 to
Tr = 1. Note that when Tz = 0, the model downgrades into
the one with only a semantics encoder layer. The inferior
performance is mainly due to two aspects: 1) It is unable
to capture the high-order semantics of long evidences since
only features from 1-hop neighborhood are aggregated. 2)
Moreover, no redundancy reduction may affect other claim-
relevant useful information, since this redundant informa-
tion are fused via neighborhood propagation. Therefore,
these drawbacks, in turn, demonstrate the significance of
high-order semantics and structure refinement.

A significant fall of performance can be seen when Tr
ranges from 1 to 3. This is probably because the networks
suffer from the over-smoothing problem, which is common
in GNNs [78]. Besides, the information is overly discarded
so that the evidence semantics is not well modeled.

4.4.5 The contrastive coefficient A

We also conduct experiments to study the impact of con-
trastive coefficient )\, with different values ranging from
0.0 to 0.3 (See Figure [7). This hyperparameter decides the
extent of the auxiliary contrastive learning task besides
classification task. We have the following observations:

—4— F1-Ma (%) —e— F1-Mi (%)

Snopes PolitiFact
83.0 86.0 72.0 71.0

82.0 71.0 1 L 70.0
@/6/8\8—9\9_6; » m@_@

81.0 70.0 L 69.0
A/A/A\A——ﬁ\ﬁ/ﬂ’ 84.0 m

80.0 - 69.0 1 L 68.0

79.0 83.0 68.0

T - - - 67.0
0.0 0.1 0.2 0.3
Contrastive Coeeficient A

0.0 0.1 0.2 0.3
Contrastive Coeeficient A

Fig. 7. The influence of different contrastive coefficient A on model
performance.

There is a significant improvement when X ranging from
0.0 to 0.10, and the model achieves the best performance
when A = 0.1. In specific, A = 0.0 denotes the simplified
version GETRAL-CL which only focuses on the classifica-
tion task. It indicates that the auxiliary contrastive learning
task can improve the performance of our method.

However, the performance begins to decline obviously
when )\ continues to increase. This is due to a moderate
A can help the model to capture separable and reliable
representations which are beneficial to detection, while a
larger value may distract it from the main task. The problem
of sensitivity to the proportion of the auxiliary contrastive
learning task has recently been noticed by existing works in
[791, [80l.

5 CONCLUSION

In this paper, we have proposed a unified graph-based
fake news detection model with adversarial contrastive
learning named GETRAL to explore the complex semantic
structure and enhance the representation learning. Based on
constructed claim and evidence graphs, the long-distance
semantic dependency is captured via the information prop-
agation. Moreover, a simple and effective structure learning
module is introduced to reduce the redundant information,
obtaining fine-grained semantics that are more beneficial
for the downstream claim-evidence interaction. Finally, we
integrate an adversarial contrastive learning task to capture
separable representations to help fake news detection. We
have conducted empirical experiments to demonstrate the
superiority of our proposed method.
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